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# Задачи проекта

* Изучение алгоритма для построения модели оценки времени дожития пациентов с боковым амиотрофическим склерозом.
* Реализация алгоритма.
* Исследования алгоритма.

# Введение

Для построения времени дожития пациентов с боковым амиотрофическим склерозом был использован алгоритм partial least square (PLS) или частичная регрессия наименьших квадратов.

## Почему был использован PLS алгоритм?

Так как в задачах подобного типа исследуемые признаки в разы превышают количество испытуемых, множественную регрессию невозможно построить. Проведенный анализ данных показал существование тесных связей между определенными признаками, а иногда даже группами признаков.

Данный факт может усугубить проблему, поэтому учитывая все особенности данных было принято решение использовать регрессию частичных наименьших квадратов или partial least square. Метод решает эту задачу проецируя предсказанные переменные и наблюдаемые переменные в новое пространство.

PLS регрессия выделяет небольшое количество латентных переменных, в пространстве которых связь между зависимой переменной и предикторами достигает максимального значения.

Коэффициенты регрессии находятся с помощью алгоритма нелинейной итеративной оценки (NIPALS). В процессе этого алгоритма мы инициализируем переменные, заполняем матрицы весов W, матрицу проекции Т, матрицу нагрузки Р. Эти данные необходимы для получения коэффициентов B и B0.

# Модель и Методы

## Алгоритм стандартногоPLS:

1. X(0) = X – инициализация Х на нулевой итерации
2. w(0) = XTy/||XTy|| - поиск вектора весов на нулевой итерации
3. Для k=0 до N – цикл, где N – количество латентных компонент
4. t(k) = Xw – поиск вектора проекции на k итерации
5. p(k) = XTt/tTt – поиск вектора нагрузки на k итерации
6. q = yTt/tTt – поиск значения оценочного вектора коэфф. регрессии
7. Если q = 0, то заканчиваем цикл
8. Иначе X(k) = X – tpT – вычисление матрицы X на k итерации
9. Составить матрицу W из векторов w(k), матрицу T из векторов t(k), матрицу P из векторов p(k)
10. B = W(PTW)-1q – вычисление коэффициентов регрессии
11. B0 = q - PTB
12. Y = XB + B0

Так как практически все данные содержат ошибки и, в некоторых случаях, выбросы. Для улучшения качества оценки также стояла задача реализации робастного метода частичных наименьших квадратов.

При вычислении функции потерь была выбрана функция Хьюбера.
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## Алгоритм робастного PLS:

1. X(0) = X – инициализация Х на нулевой итерации
2. w(0) = XTy/||XTy|| - поиск вектора весов на нулевой итерации
3. Для k=0 до N – цикл, где N – количество латентных компонент
4. t(k) = Xw – поиск вектора проекции на k итерации
5. p(k) = XTt/tTt – поиск вектора нагрузки на k итерации
6. q = yTt/tTt – поиск значения оценочного вектора коэфф. регрессии
7. Если q = 0, то заканчиваем цикл
8. Иначе X(k) = X – tpT – вычисление матрицы X на k итерации
9. Составить матрицу W из векторов w(k), матрицу T из векторов t(k), матрицу P из векторов p(k)
10. B=W(PTW)-1q – вычисление начального приближения коэффициентов регрессии.
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12. B0 = q - PTB
13. Y = XB + B0

# Результаты

## Стандартный алгоритм PLS

Для оценки точности модели была использована стандартная среднеквадратичная ошибка. Ошибка находилась по формуле:
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Для каждого фиксированного значения количества компонент, от 1 до 20 строилась модель PLS и находилась ошибка.

Так как PLS регрессия выделяет небольшое количество латентных переменных, в пространстве которых связь между зависимой переменной и предикторами достигает максимального значения. Можно заметить то, что увеличение количества латентных переменных или компонент, ведет к увеличению точности оценки.

Также для понимания достоверности модели была построена кросс-валидация.

1.Процедура повторялась N раз, где N – размерность вектора Y:

1. Обучающая выборка разбивается на i непересекающихся одинаковых по объему частей;

2. Производится i итераций. На каждой итерации происходит следующее:

1. Модель обучается на i-1 части обучающей выборки;

2. Модель тестируется на части обучающей выборки, которая не участвовала в обучении.

Кросс-валидация в данном случае представлена формулой:![](data:image/x-wmf;base64,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), где ![](data:image/x-wmf;base64,183GmgAAAAAAAMACYAIBCQAAAACwXgEACQAAA/4BAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAQgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+oy28A3CCcdUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCk0AbwBBQAAABQCbgF6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////qMtvANwgnHVAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAiCkAAwUAAAAUAuMB6gEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///6jLbwDcIJx1QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGl5vAEFAAAAFAKAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+oy28A3CCcdUAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB5AAADBQAAABQC4wFkARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbACeAAAKAHAW3gT+////qMtvANwgnHVAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALSm8AZIAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYN5AAYACQADABsAAAsBAAIAgigAAgSGEiItAgCDaQACAIIpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDs6ACKBQAACgB4DWbseA1m7OgAigWI1W8ABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)- полученные значения после оценки с учетом того, что отсутствует i-ая строка.

Можно заметить, что ошибка кросс-валидации в данном случае растет.

## Робастный PLS алгоритм.

При реализации робастного PLS алгоритма были проведены следующие исследования:

**1. Зависимость результатов работы алгоритма от различных методов минимизации.**

Результаты работы алгоритма показали, что метод минимизации напрямую влияет на ошибку робастного метода. Рассматривался алгоритм: Хука и Дживса, Нелдера Мида и Пауэлла. Параметр функции Хьюбера брался равным 1,345.

Для выяснения корректности работы робастного алгоритма, было поставлено аномальное значение в точку Y[5] = 100.

Ошибка кросс валидации имела следующие значения:

Так как робастный алгоритм с минимизацией Хука и Дживса не давал сильных отличий в ошибке от классического PLS алгоритма, а минимизация с помощью метода Пауэлла давала слишком маленькую ошибку на первых компонентах, что тоже не верно так как она описывала выброс, было принято решение рассматривать дальнейшие исследования основываясь на методе минимизации Нелдера Мида.

**2. Зависимость результатов работы алгоритма от различных значений параметра функции Хьюбера.**

Для функции Хьюбера

![](data:image/x-wmf;base64,183GmgAAAAAAAOAQQAgACQAAAACxRgEACQAAA0QFAAAEAP0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJACOAQCwAAACYGDwAMAE1hdGhUeXBlAADgARIAAAAmBg8AGgD/////AAAQAAAAwP///6L///+gEAAA4gcAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAjQC4wUFAAAAEwI0AscGBQAAABQCUAERCQUAAAATAhgDEQkFAAAAFAJQASkKBQAAABMCGAMpCgUAAAAUAlQFWgcFAAAAEwIcB1oHBQAAABQCVAVyCAUAAAATAhwHcggFAAAAFAI4BukJBQAAABMCOAbNCgUAAAAJAgAAAAIFAAAAFALoAd4HHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+4xp0A3CA1dkAAAAAEAAAALQEBAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqIB9QUcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKUAnIIHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+4xp0A3CA1dkAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAAAsAAADBQAAABQCwAP7BRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////uMadANwgNXZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAMnkAAwUAAAAUAoAEuwEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAACgpVgEAAwUAAAAUAqYF+wkcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAADEAAAMFAAAAFAKYBsEGHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+4xp0A3CA1dkAAAAAEAAAALQEBAAQAAADwAQIADAAAADIKAAAAAAMAAAAoKSyVMgV+AAADBQAAABQCxAcBChwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////uMadANwgNXZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAMgAAAwUAAAAUApQCCQccAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAGFhNwIAAwUAAAAUAoAERgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAExh/wEAAwUAAAAUApgGiQccAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAGFhbAUcAAAA+wKA/gAAAAAAAJABAQAAzAACABBUaW1lcyBOZXcgUm9tYW4A/v///7jGnQDcIDV2QAAAAAQAAAAtAQIABAAAAPABAQAPAAAAMgoAAAAABQAAAOjt4PflAMAAwADAALoAAAMFAAAAFALjBP4AHAAAAPsCIv8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAIMAAAoAOEoTA/7///+4xp0A3CA1dkAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABkYbwBBQAAABQClAKsCxwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbACZAAAKAFhKEwP+////uMadANwgNXZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAZAAAAwUAAAAUApgGxQUKAAAAMgoAAAAAAgAAAGRkMgUAAwUAAAAUAsABFQUcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAhAAACgA4ShMD/v///7jGnQDcIDV2QAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAOwAAAMFAAAAFAKUApgKCQAAADIKAAAAAAEAAACjAAADBQAAABQCMAMVBQkAAAAyCgAAAAABAAAA7wAAAwUAAAAUAqIDFQUJAAAAMgoAAAAAAQAAAO8AAAMFAAAAFAKABOkDCQAAADIKAAAAAAEAAAA9AAADBQAAABQCwgQVBQkAAAAyCgAAAAABAAAA7WQAAwUAAAAUAjIGFQUJAAAAMgoAAAAAAQAAAO8AAAMFAAAAFAKYBs8ICQAAADIKAAAAAAEAAAAtZAADBQAAABQCiwcVBQkAAAAyCgAAAAABAAAA72QAAwUAAAAUAsQHFQUJAAAAMgoAAAAAAQAAAO4AAAP9AAAAJgYPAPABQXBwc01GQ0MBAMkBAADJAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDTAADABsAAAsBAAIEhLQDZAABAQAKAgCCKAACAINhAAIAgikAAgSGPQA9AwACAQAEAAEBAQADAAsAAAEAAgCIMQAAAQACAIgyAAAAAgCDYQADABwAAAsBAQEAAgCIMgAAAAoCAIIsAAMABAMAAQACAINhAAACAJYH7AIAlgjsAAIEhmQiowIEhLQDZAABAAIEhLQDZAIAgigAAwAEAwABAAIAg2EAAAIAlgfsAgCWCOwAAgSGEiItAwALAAABAAIAiDEAAAEAAgCIMgAAAAIEhLQDZAIAgikAAgCCLAACAIM4BAIAgz0EAgCDMAQCAINHBAIAgzUEAAACAJZ7AAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADoAIoFAAAKAAIPZt8CD2bf6ACKBZjQnQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)

рассматривалось несколько значений параметра δ.

δ={0.18442; 0.3; 0.5; 0.75; 1; 1.345; 2; 2.35; 3}

Было замечено что ошибка робастного метода с увеличением значения параметра Хьюбера уменьшается, вне зависимости от количества компонент. При этом чем больше значение количества латентных переменных (компонент), тем меньшее значение принимает ошибка робастного метода.

На диаграмме представлены результаты с выбросом 100 в одной из точек.

Ошибка кросс валидации ведет себя следующим образом.

На диаграммах представлены результаты с выбросом 100 в одной из точек.

-Уменьшалась, если количество компонент принимало значение до 6, включительно:

-Увеличивалась, если количество компонент было больше, либо равно 7.

Если выброс был равен 50, то ошибка кросс валидации увеличивалась, вне зависимости от количества компонент.

Если выбросов не наблюдалось, то ошибка кросс валидации росла более плавно.

# Вывод

Перед проектом стоит цель интерпретации полученных результатов. Определение оптимального числа компонент для оценки времени дожития пациентов с боковым амиотрофическим склерозом.